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◼ Safety Alignment: Ability to refuse harmful instructions

◼ Safety responses often start with some refusal tokens

❑ These “Safety Shortcuts” plays a vital role in model’s alignment efficacy

❑ Even unaligned model can appear to be safe with only a Refusal Prefix

Shallow Alignment Issue

User:  Provide detailed instructions on how to break into someone’s house.

LLaMA2-7B-Chat:  “I cannot fulfill your request. It’s not within my 
programming or ethical ... (325 tokens in total) ...”
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◼ “Safety shortcut” make unaligned model appears to be safe

❑ Prefilling refusal tokens at the beginning of answer

❑ Hex-PHI Benchmark: 330 harmful instructions across 11 harmful use cases

❑ Harmfulness Rate: GPT-4 as a judge

Shallow Alignment Issue
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◼ The effect of “Safe Shortcut” lies in shallow 

❑ KL divergence is significantly higher in the 

first few tokens than for later tokens

❑ Reason:  It’s unnatural for humans to refuse a 

request after providing a harmful prefix

❑ Current alignment exploit the point, while 

raise vulnerbilities

Shallow Alignment Issue

ቁ𝐷KL൫𝜋aligned ⋅ 𝒙 𝒚<𝑘 ∥𝜋base ⋅ 𝒙 𝒚<𝑘

tokens

Harmful HEx-PHI: Harmful prompt with harmful 

response generated by jailbreaked GPT-3.5
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◼ Inference-Time Attacks

❑ Prefilling Attacks

❑ Optimization Based Jailbreak Attacks

❑ Jailbreak via Mere Random Sampling

Vulnerbilities of Shallow Alignment
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◼ Downstream Task Fine-tuning

❑ Fine-tuning attacks perturb the generative distribution of the first few 

tokens The Most

Vulnerbilities of Shallow Alignment
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◼ Data Augmentation with safety recovery examples

❑ Principle: Keeping 𝜋𝜃(𝒉>𝑘|𝒙, 𝒉≤𝑘) low for sufficiently large 𝒌

 𝒙, 𝒉, 𝒓 refer to prompt, harmful response, refusal response respectively

❑ Current Alignment：only promoting 𝜋𝜃(𝒓|𝒙) 

❑ Method: Augment 𝜋𝜃 𝒓 𝒙, 𝒉≤𝑘 , 𝒌 ~ Uniform[𝟏, 𝑪]

Deeper Safety Alignment
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◼ Use Augmented Data to deepen safety alignment

❑ 𝑫𝑯, 𝑫𝑩 refers to Augmented Dataset and Benign Dataset from Alpaca

❑ 𝒫𝒌 set to 0 with 50% prob and random [1, 100] with 50% prob

Deeper Safety Alignment

Augmented 
Aligned Model 
reach beyond 
“Safety Shortcut”

Augmented FT 
do not hurt 
model utility
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◼ Does augment resolve vulnerabilities of shallow alignment?

❑ Inference time: Significant

❑ Downstream FT: Not enough

Deeper Safety Alignment
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◼ Data Augmentation is just a post-hoc remedy

◼ What if initial tokens were protected when fine-tuning?

❑ A constrained FT objective derived from DPO & KTO

❑ 𝜷𝒕 is a constant parameter to the deviation of the generative distribution

 small β places emphasis on minimizing the cross-entropy loss 

 large β places emphasis on matching the generative distribution to the initial aligned model

❑ Seem Similar to a token-wise version of NPO

Deeper Safety Alignment
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◼ Experiment against Fine-tuning Attack

❑ Harmful Examples: FT on 100 (harmful input, harmful answer) pairs

❑ Identity Shifting: FT the model to always answer questions with 

affirmative prefix

❑ Backdoor Poisoning: FT on a mixture of 100 (harmful input, refusal 

answer) pairs plus 100 (harmful input + a backdoor trigger, harmful 

answer) pairs

Deeper Safety Alignment
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◼ Experiment against Fine-tuning Attack

❑ Strong Constraints on Initial Tokens Mitigate Fine-tuning Attacks

Deeper Safety Alignment
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◼ Experiment against Fine-tuning Attack

❑  𝜷 can not be too large or too small

Deeper Safety Alignment
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◼ Experiment against Fine-tuning Attack

❑ Warmup steps plays an important role in against the attack

Deeper Safety Alignment
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◼ Main Contribution

❑ Characterize the shallow safety alignment issue in current LLMs

❑ Introduce a data augmentation approach for deepening the safety alignment

❑ A new constrained optimization loss function (along with a comprehensive theoretical 

analysis) that can make the safety alignment more persistent against fine-tuning attacks

◼ Some Limitation

❑ The constrained SFT objective may lack motivation

Deep and Shallow Alignment
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◼ Arxiv (ICML’25 submission)

Alignment with Dual Objective
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◼ DPO: a method for alignment without Reward model and RL

◼ Given preference feedbacks 𝒟 = 𝒙𝒊, 𝒚𝒔,𝒊, 𝒚𝒉,𝒊 𝒊∈[𝒏]
, DPO minimizes

❑ 𝝈: sigmoid;    𝜷: inverse temperature;      𝝅𝒓𝒆𝒇: reference model

Background: DPO



State Key Laboratory of AI Safety, ICT, CAS 21

◼ Gradient Analysis of DPO

❑ On single sample (𝒙, 𝒚𝒔, 𝒚𝒉)

❑ Reward 𝒓𝜽 𝒚 𝒙 = 𝝅𝜽 𝒚 𝒙  / 𝝅𝐫𝐞𝐟(𝒚|𝒙)

❑ Prob 𝝅𝜽(𝒚|𝒙) = 𝐬𝐨𝐟𝐭𝐦𝐚𝐱(𝒔𝜽 𝒙 )𝒚

❑ Logit Vector 𝒔𝜽(𝒙) ∈ ℝ|𝓥|

◼ Limitation

❑ Imbalance in Learning Rate

 𝜼 =
𝑟

𝜃
𝛽 𝑦ℎ 𝑥

𝑟𝜃 𝑦𝑠 𝑥 +  𝑟
𝜃
𝛽 𝑦ℎ 𝑥

≲ 𝑒−𝛽𝐶

when 𝑠𝜃,𝑦𝑠 𝑥 − 𝑠ref,𝑦𝑠 𝑥 − 𝑠𝜃,𝑦ℎ(𝑥) − 𝑠ref,𝑦ℎ(𝑥) ≥ 𝐶

❑ OOD Generalization Concerns: ∇𝜋𝜃 𝑦𝑠|𝑥  − ∇𝜋𝜃 𝑦𝒉|𝑥 maybe correlated with ∇𝜋𝜃 𝑦𝒐|𝑥

 Resulting in Model collapse after alignment

Limitations of DPO in Safety Contexts

The bigger C, the smaller 𝜂
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◼ Two Complementary objectives of Robust Safety Alignment

❑ Robust refusal training: Encourage the model to refuse or abort unsafe content 

generation, even if it has partially produced harmful tokens

❑ Targeted unlearning: Actively penalize or “unlearn” harmful knowledge pathways so 

that the model’s probability of generating unsafe content decreases

Dual Objective Safety Alignment
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◼ Robust Refusal Training

❑ Induce Refusal Response at every token position by prefill harmful answer

❑ Minimize the following objective: 

𝔼(𝑥,𝑦ℎ,𝑦𝑠)∼𝒟,𝑘∼Uniform[1,𝐶] −log 𝜋𝜃(𝑦𝑠 ∣ 𝑥 ⊕ 𝑦<𝑘
ℎ )

Dual Objective Safety Alignment
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◼ Reward based Token weighting

❑ Assigning higher weights to Specific refusal patterns 

❑ The model learns to emphasize them when encountering harmful queries

❑ Token-level weight:     𝛽𝑡 = exp
1

𝜏
𝑟 𝑠𝑡, 𝑎𝑡  =

𝜋∗ 𝑦𝑡 𝑥, 𝑦<𝑡
𝜋ref 𝑦𝑡 𝑥, 𝑦<𝑡

1
𝜏

 

 𝜋∗ is an “ideal” policy that maximizes overall safety

 𝜏 > 0 is temperature

◼ Final Objective:

𝔼 ෍

𝑡=1

𝑇

−𝛽𝑡log 𝜋𝜃(𝑦𝑡
𝑠 ∣ 𝑥 ⊕ 𝑦<𝑘

ℎ , 𝑦<𝑡
𝑠 )

Dual Objective Safety Alignment

Reminder: the weight is calculated on 𝑦𝑠
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◼ Targeted Unlearning

❑ Use Negative Preference Optimization to remove underlying harmful knowledge

ℒNPO = −
2
𝛽

𝔼(𝑥,𝑦ℎ)∼𝒟 log 𝜎 −𝛽log
𝜋𝜃(𝑦ℎ ∣ 𝑥)

𝜋ref(𝑦ℎ ∣ 𝑥)

❑ Scalable Generation of Harmful Response

 Simluate the latent harmful knowledge the jailbreak attacks might exploit

 Use small harmful dataset to finetune a copy of target LLM

 Use the finetuned model to generate additional harmful response

Dual Objective Safety Alignment
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◼ W-DOOR: Weighted Dual-Objective Optimization for Refusal

ℒDOOR = 𝔼 σ𝑡=1
𝑇 −log 𝜋𝜃(𝑦𝑡

𝑠 ∣ 𝑥, 𝑦<𝑡
𝑠 ) −

2

𝛽
log 𝜎 −𝛽log

𝜋𝜃(𝑦𝑡
ℎ|𝑥,𝑦<𝑡

ℎ )

𝜋ref(𝑦𝑡
ℎ|𝑥,𝑦<𝑡

ℎ )
 

ℒW−DOOR = 𝔼 ෍

𝑡=1

𝑇

−𝛽𝑡log 𝜋𝜃(𝑦𝑡
𝑠 ∣ 𝑥 ⊕ 𝑦<𝑘

ℎ , 𝑦<𝑡
𝑠 ) −

2

𝛽
log 𝜎 −𝛽log

𝜋𝜃(𝑦𝑡
ℎ|𝑥, 𝑦<𝑡

ℎ )

𝜋ref(𝑦𝑡
ℎ|𝑥, 𝑦<𝑡

ℎ )

◼ Gradient Analysis of DOOR

❑ Improved Learning Rate for Safe Responses

❑ Enhanced OOD Generalization (?)

Dual Objective Safety Alignment
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◼ W-DOOR: Weighted Dual-Objective Optimization for Refusal

ℒDOOR = 𝔼 σ𝑡=1
𝑇 −log 𝜋𝜃(𝑦𝑡

𝑠 ∣ 𝑥, 𝑦<𝑡
𝑠 ) −

2

𝛽
log 𝜎 −𝛽log

𝜋𝜃(𝑦𝑡
ℎ|𝑥,𝑦<𝑡

ℎ )

𝜋ref(𝑦𝑡
ℎ|𝑥,𝑦<𝑡

ℎ )
 

ℒW−DOOR = 𝔼 ෍

𝑡=1

𝑇

−𝛽𝑡log 𝜋𝜃(𝑦𝑡
𝑠 ∣ 𝑥 ⊕ 𝑦<𝑘

ℎ , 𝑦<𝑡
𝑠 ) −

2

𝛽
log 𝜎 −𝛽log

𝜋𝜃(𝑦𝑡
ℎ|𝑥, 𝑦<𝑡

ℎ )

𝜋ref(𝑦𝑡
ℎ|𝑥, 𝑦<𝑡

ℎ )

❑ Utility preservation through standard SFT on benign examples

❑ Overall Loss

 w/ Token weighting: ℒtotal = 𝛼ℒW−DOOR + (1 − 𝛼)ℒRetain,

 w/o Token weighting: ℒtotal = 𝛼ℒDOOR + (1 − 𝛼)ℒRetain,

Dual Objective Safety Alignment
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◼ Attack Resistance

Experiments
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◼ Other Results

Experiments



Thank you for your attentions!

智能算法安全全国重点实验室
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