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• SIGIR ’ 25, 7 citations



Background 

• Methods: LLMs for recommendation 
systems via supervised fine-tuning (SFT) 

• Problems: 


1. Popularity bias amplification


2. Limited diversity



Existing Solutions



Motivation
• Present Flow-guided fine-tuning recommender(Flower), which replaces SFT 

with a Generative Flow Network(GFlowNet) framework that enacts process 
supervision through token-level reward propagation.



Method: Flower
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Reward Setting
• Problem: this reward remains static across all users and does not account 

for personalized preferences. 


• Introduce a preference score , which predicts the likelihood of user liking 
item (can be obtained from any auxiliary model, eg: SASRec).


• Modifying the process reward term  as:


(1)    


(2) 


pui

log Rp(y≤t, yt+1)
logRp(y≤t, yt+1)

put

log(pui ⋅ Rp(y≤t, yt+1))



Fine-tuning LLMs through Process Rewards
• To fine-tune the policy  , we integrate the original SFT loss LSFT from Eq.


• The combined loss function of Flower is formulated as:



ℒFlower = ℒSFT + λ ∑
τ∈𝒯

∑
0≤m<n≤T

ℒR (τm,n)

• This combined loss preserves the supervised performance of SFT while 
leveraging GFlowNets to promote diversity and reward-proportionality



Experiments
• Qualitative Visualization

• Flower effectively learns the target distribution, capturing titles with varying 
popularity and mitigating the unfairness observed in other methods



Experiments
• Quantitative Analysis

• Compared to baseline methods, Flower achieves optimal fairness and 
diversity across all dataset



Experiments
• Loss fuction: 


ℒFlower = ℒSFT + λ ∑
τ∈𝒯

∑
0≤m<n≤T

ℒR (τm,n)

• Accuracy, fairness, and diversity generally exhibit a trend of first improving 
and then declining, with the best performance observed around  = 0.005.
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Background
Rise of LLM-based Agents in Recommendation

• Large Language Model (LLM)-powered agents are increasingly used in 
recommender systems due to their extensive knowledge and reasoning 
capabilities. 

• Current research focuses on two separate directions:


Recommendation agents (e.g., RecMind, MACRec): Leverage LLMs to 
improve recommendation accuracy via world knowledge and tool usage.


User simulation agents (e.g., Agent4Rec, RecLLM): Use LLMs to mimic user 
behaviors (e.g., liking, commenting).



Background
Limitation of Existing Work

• Most studies optimize recommendation agents or user agents independently, 
ignoring the critical feedback loop between users and recommenders in real-
world scenarios.

• In practice, recommenders and users influence each other:


Recommenders help users discover interests.


User feedback refines recommenders' preference understanding.




Motivation
• Towards this research gap, we propose a novel framework (AFL) that 

emphasizes the feedback loop process to facilitate the collaboration



AFL Framework: Methodology
• Components: 
▶ Recommendation agent (LLM + memory + recommendation model) 
▶ User agent (LLM + memory + reward model) 
▶ Feedback loop (iterative interaction with memory update)



Memory Template & Prompt Template



Experiments
• In this section, we conduct experiments to answer the following research 

questions (RQ): 


• RQ1: Can AFL enhance performance in both the recommendation task and 
the user behavior simulation task? 


• RQ2: What are the effects of the key components of AFL?



Experimental Setup
• LLM: GPT-4o-mini


• Reward Model: SASRec


• Datasets: Lastfm, Steam, and MovieLens


• Dataset Splitting Strategy：8(train):1(valid):1(test)



Recommendation Performance (RQ1)

• AFL can improve the performance of recommendation agents equipped with 
various base models



User Simulation Performance (RQ1)

• AFL can improve the performance of user simulation agents



Impact of Key Components (RQ2)
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